
 SCIENTIFIC JOURNAL OF COMPUTER AND TECHNOLOGY (SJCT) ISSN:1858-7518  العدد الثاني – جامعة النيلين –مجلة الحاسوب والتقانة العلمية 

1  

 
 

Comparison between Techniques of Imbalanced Multi-class Dataset 

Hanaa S. Abdalaziz and Fakhreldeen A. Saeed  

Abstract— Learning from Imbalanced Multi-class datasets is a challengeable 

problem that exists in a wide variety of real-world applications. Meanwhile, the 

imbalance problem for binary class datasets has been well surveyed and studied, 

Imbalanced Multi-class datasets have received less attention. The Imbalanced Multi-

class problem belongs to supervised machine learning tasks where each instance 

should be assigned to one of N different classes with unequal sample sizes. It owns 

inherent complex characteristics that introduce more obstacles and issues to be 

considered during the learning process and require new principles, algorithms, and 

more tools. In this paper, we provide a review of the development of research in 

learning from Imbalanced Multi-class datasets. Our aim is at providing a critical 

review that involves an analysis of the problem notion, the state-of-the-art 

approaches, structured solutions and the current performance evaluation metrics of 

the Imbalanced Multi-class learning algorithms as well. Furthermore, we highlight 

the major challenges in this field. 

Index Terms—Imbalanced learning, Multi-class dataset, Hierarchical classification 

techniques, Assessment metrics. 

 

1 INTRODUCTION

HERE are many real-world fields that 

produce Multi-class data which is 

imbalanced as well, such as medical 

diagnosis, bioinformatics, protein fold 

classification, weld flaw classification, text 

classification and intrusion detection. This 

justifies the importance of concerning of such 

kind of data. Dealing with class imbalance 

problems has been studied and well surveyed 

last years. A range of techniques, strategies 

and performance metrics have been 

established, but most effort were exerted to 

classify instances into one of two classes, 

which is called Binary classification [1]. 

More investigations is necessary to treat 

problems occurs during learning from 

Imbalanced Multi-class data in particular, 

where the problem is to classify instances 

into one of the more than two classes that 

suffer from imbalanced distribution of 

instances [2]. There are many problem hinder 

learning from such data, so it needs to be 

treated using special methods to obtain good 

classification results. Our goal in this paper is 
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to introduce a survey of the problem notion, 

clarify the problems of learning from such 

data and review the state-of-the-art of its 

suggested solutions. In addition, perform a 

valid analysis of these solutions and present a 

figured summary so as to structure and 

classify them as well as the recommended 

evaluation metrics in order to provide 

researchers with a good view to choose the 

most suitable. We first describe the notion of 

the Multi-class imbalanced learning problems 

in Section 2 meanwhile Section 3 presents the 

problems of learning from it. Section 4 details 

the integrated techniques of handling it. An 

abstract comparison of these solutions is 

introduced in section 5. Assessment metrics 

for imbalanced Multi-class learning are 

reviewed in Section 6. Finally, a conclusion is 

provided in Section 7. 

2 IMBALANCED MULTI-CLASS DATASETS 

NOTION: 

Classification of Imbalanced Multi-class 

datasets refers to the process of assigning 

instances into one of the more than two 

classes which suffer from imbalanced 

distribution of instances.  

 

3 PROBLEMS OF LEARNING FROM 

IMBALANCED MULTI-CLASS DATASETS 

The imbalance nature of the data affects the 

learning process in many aspects [1]. The 

situation becomes more severe when learning 

from Imbalanced Multi-class datasets; several 

boundaries have to be determined and 

constructed and they can be overlapped 

causing increasing in the probability of error 

while dealing with Imbalanced Multi-class 

because of the multi-class nature of data.  

Moreover, Zhou and Liu [3] stated that most 

of the techniques developed for balancing 

binary classification become powerless when 

dealing with Multi-class learning problems 

and some methods are not applicable directly 

such as random oversampling and 

undersampling techniques. In addition, the 

performance evaluation metrics that 

dedicated for two class scenario are not 

suitable as well for assessing the  results of 

classification algorithms considering 

Imbalanced Multi-class data accurately, 

which reveals the need for more sophisticated 

evaluation metrics. 

4.1 METHODS OF HANDLING IMBALANCED 

DATASET 

Even this paper concentrates on learning from 

Imbalanced Multi-class data, it is so 

important to touch the different techniques 

that handle the binary imbalanced data as 

well as the balanced multi-class data, since 

the methods and techniques that are 

suggested to treat the imbalanced Multi-class 

data depends totally on them. Figure 1 

introduces small summary about balancing 

techniques for Binary classification: 

 

 

Figure1 Balancing Techniques for Binary 

Imbalanced Classification 

4.2 METHODS OF HANDLING MULTI-CLASS 

DATASET 

The following figures summaries the methods 

of handling Multi-class data. 
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Figure 2.1: Flat Classifications Techniques of 

Multi-class Data 

 

 

 

 

Figure 2.2: Hierarchical Classifications 

Techniques of Multi-class Data 

4.3 METHODS OF HANDLING IMBALANCED 

MULTI-CLASS DATASET 

  
Figure 3. Methods of Handling Imbalanced 

Multi-class Dataset 

The solutions introduced to treat such data 

were naturally emanated from those dedicated 

for treating the binary imbalanced data and 

those for the Multi-class ones. So, they also 

could be subjoined to the traditional types of 

classification methods for Multi-class data: 

Flat and Hierarchical Classification methods, 

where Flat classification – we intend in this 

paper- indicates to a single level of classes 

that examples should be assigned to, while 

the Hierarchical one refers to the presence of 

a number of levels of classes where each 

example could be assigned to some at any 

level [4]. Regarding Flat Classification, it can 

be divided into two main methods – Figure 3 

- : 

The first one is using Binarization techniques 

that transform the Multi-class data into binary 

imbalanced sub-datasets, then rebalance the 

data using one of balancing techniques which 

were indicated in Figure 2.1 before starting 

the classification process. Fernandez et al. 

[5] integrated OAO with SMOTE in their 

algorithm. Instead of using data-level 

methods in two steps: firstly, they deployed 

OAO. Then, whenever each one of these 

binary sub problems are imbalanced, an 

oversampling using the SMOTE algorithm 

was exploited before the pairwise learning 

process. Wang and Yao et al. [6] studied the 

effect of two kinds of multi-class imbalance 

problems; multi-minority and multi-majority 

on the performance of two basic resampling 

techniques. They both showed strong 

negative effects. Then they applied 

AdaBoost.NC to several real-world multi-

class imbalance datasets and compared it to 

other three popular ensemble methods based 

on the correlation analysis and performance 

pattern analysis ensemble methods. 

AdaBoost.NC was better at recognizing 

minority class examples and balancing the 

performance among classes in terms of G-

mean without using any class decomposition, 

meanwhile, using class decomposition (the 

one-against-all scheme in their experiments – 

OAA) did not provide any advantages in 

multi-class imbalance learning in their 

experiments.  On other hand, Chen & Lu et 

al. [7] proposed an algorithm that used OAA, 

then applied some advanced sampling 

methods to further decompose each binary 

problem and rebalance the training set. Zhao 

& Li et al. [8] used OAA in addition to 

undersampling and SMOTE techniques to 

remedy the imbalanced distribution in their 

protein data. Choon & Gilbert et al. [9] 

proposed utilizing esnsemble methods for 

classification. They combined the eKISS 

Method rules of base classifiers to generate 

new classifiers. They had applied the PART 

rule-based machine learning technique to 

generate the base classifiers for their 

ensemble learning system to improve the 

coverage of examples from small protein 

classes .Then they deployed both OAA and 

OAO schemes to generate one new classifier 

per class, called the ensemble classifiers. 
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Ghanem & Venkatesh et al. [10] suggested a 

method called Multi-IM which derived its 

fundamentals from the probabilistic relational 

technique (PRMs- IM) that was designed for 

learning from imbalanced relational data for 

the two-class problem, in addition to All-and-

One (A&O) approach to treat the imbalanced 

problem. Then an independent classifier was 

trained on each balanced subset.  They used 

the weighted voting strategy as applied in 

PRMs-IM to combine classifiers to get the 

result for the parent classifier. Liao et al. [11] 

investigated a variety of oversampling and 

undersampling techniques used with OAA for 

a weld flaw classification problem in addition 

to three algorithms including minimum 

distance, nearest neighbors, and fuzzy nearest 

neighbors that were utilized as the classifiers. 

Abdi & Hashemi et al. [12] combined over-

sampling (Mahalanobis distance-based over-

sampling technique (MDO in short)) into 

boosting algorithm and called it MDOBoost. 

They over-sampled the minority classes via 

MDO considering the original minority class 

characteristics. MDO generates more similar 

minority class examples to original class 

samples more than SMOTE .They claimed 

that their classifier was able to construct 

larger decision regions and MDOBoost 

increased the generalization ability of a 

classifier. The study of Platt & Cristianini et 

al. [13] didn't consider the Binarization 

technique for handling the Multi-class 

situation, instead ,they deployed a balancing 

techniques (Dynamic sampling method 

(DyS)) for multilayer perceptrons (MLP) to 

deal with the Multi-class nature of the data, 

then combined the outputs of the ensemble as 

multi-class classifier.  This study utilized the 

idea of using Codewords beside OAA; 

Jeatrakul et al. [60] suggested the One-

Against-All technique with Data Balancing 

(OAA-DB) algorithm which was an 

extension of OAA and aimed at improving 

the weakness of OAA. It balanced the data 

utilizing combination of SMOTE and 

CMTNN and combined it with OAA. 

CMTNN worked as an under-sampling 

technique while SMOTE was applied as an 

over-sampling technique. The multi-binary 

classifier generated K outputs of K classes, 

each K output was converted to a binary bit 

to produce binary codewords of each testing 

example. A binary codeword was represented 

by the K bits class output of each testing 

instance to utilize it in the classification 

process. Alejo et al. [14] algorithm made the 

error function of neural networks cost-

sensitive by incorporating the proportion of 

classes within the data set to confirm 

minority classes, after OAA was applied. 

[15], [16] also are studies depended on the 

sampling for balancing Multi-class data.  

The second approach is adjusting the 

Extensible Algorithms [17] to consider both 

imbalance and Multi-class problems. Here, 

the modification introduces costs into 

classification process or moving decision 

threshold. This could be applied by utilizing 

cost sensitive methods to find an appropriate 

cost matrix with multiple classes and suit its 

imbalance nature such as these following 

studies: Langford et al. [18] combined two 

ideas; firstly, to enhance the performance of 

neural network on Multi-class imbalanced 

data, he deployed diverse random subspace 

ensemble learning with evolutionary search. 

In order to increase the performance of the 

learning and optimization of neural network, 

he exploited the minimum overlapping 

mechanism to provide diversity. Secondly, to 

optimize the misclassification, an 

evolutionary search technique was utilized 

cost under the guidance of imbalanced data 

measures. Some studies assign different 

misclassification costs through using SVMs 

classifier. The misclassification cost of the 

minority classes must be higher than the 

majority class’s. So, SVMs could handle all 

imbalanced Multi-class data in one 

optimization formulation such as the study of 

Landgrebe and Duin et al. [19] who 

proposed a multi-class Weighted Support 

Vector Machines (WSVM) method to 
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perform automatic recognition of activities in 

a smart home environment. This method 

supported analytic parameter selection of the 

+ C and − C regularization parameters with a 

new criterion from the training data directly, 

on the basis of the proportion of class data. In 

empirical study Wei & Lin [20] compared 

the performance of MultiSVM that 

considered all classes at once with three 

methods based on binary classifications: 

“one-against-all,” “one-against-one,” and 

directed acyclic graph SVM (DAGSVM). 

They concluded that the “one-against-one” 

and DAG methods are more suitable for 

practical use. Additionally, Ensemble 

algorithms, Boosting techniques that modify 

the weight updating rule and/or loss function 

such that the minority examples were 

emphasized with higher weights, or high 

scores for most interested and confident 

instances could be deployed as well such as 

the study of Wang et al. [21] who developed 

a cost-sensitive boosting algorithm 

AdaC2.M1. They enhanced this algorithm by 

reducing its weight update parameter to 

minimize the overall training error of the 

combined regarding the misclassification 

costs. They utilized the Genetic Algorithm to 

get the efficient cost vectors for applying 

AdaC2.M1.  Generally, Studies on 

misclassification cost can be categorized into 

two types: Example-dependent cost which 

assumes that the each example has its own 

misclassification cost, and Class-dependent 

cost which assumes that each class has its 

own misclassification cost [3]. According to 

Zhou [3], to utilize the rescaling approach, 

the consistency of the costs should be 

investigated firstly. The rescaling approach 

can be deployed directly, if the costs are 

consistent; otherwise it is better to apply 

rescaling after decomposing the multi-class 

problem into a series of two-class problems.  

The Hierarchical classification techniques 
that are dedicated for treating imbalanced 

Multi-class data often handle the imbalance 

problem initially, then lever the Multi-class 

situation by turning the classification process 

into stages of levels.  According to Beyan & 

Fisher's study et al [4]. The first type of 

these techniques is Hierarchical Classifiers; 

the classes were organized in a pre-defined 

hierarchy like a tree. So, to get binary 

hierarchical classifier, it transforms the Multi-

class problem into a binary hierarchically 

[22]. The classes at each parent node are 

divided into a number of clusters; one for 

each child nodes till only one class is 

obtained in the leaf nodes. The discrimination 

between the different child class clusters at 

each node of the tree is performed via a 

simple classifier, usually a binary classifier. 

So, to get the classification result of a new 

instance, follow a path from the root node to 

a leaf. As an instance for this approach, One-

Against-Higher-Order (OAHO) [23] method 

was a hierarchy of classifiers based on the 

data distribution. OAHO constructed K-1 

classifiers for K classes in a list of {C1, C2…, 

CK}. The first classifier was trained using the 

samples of the first class C1 against all the 

samples of all the other classes. Then, the 

second classifier was trained using the 

samples of the second class in the list C2 

against the samples of the higher ordered 

classes {C3,....,CK} and so on until the last 

classifier was trained for CK-1 against CK. To 

diminish the imbalanced situation, the classes 

were organized descendly according to the 

number of the samples in each class, in which 

the small classes were grouped together 

against the majority class. The problems were 

that misclassifications made by the top 

classifiers couldn't be improved by the lower 

classifiers and OAHO performance was 

sensitive to the classifier order. Li et al. [24] 

suggested automatic music genre 

classification approach where the taxonomy 

gave the relationship between the genres and 

the similarity matrix from linear 

discrimination was utilized to construct 

automatic taxonomies. Wu et al. [25] 

constructed a tree for handling the multi class 

nature of the data and a multi-class classifier 
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at each parent node.  

Considering Hierarchical decomposition 

which is the second type of hierarchical 

classification techniques [4], the class 

hierarchy is formed regarding some factors 

such as the similarity of data or its classes. 

Here, there is no pre-defined class hierarchy. 

As an example for this approach, the study of 

Cesa-Bianchi et al. [26]  that utilized the 

similarity of classes to construct a hierarchy. 

Also, the study of Ramanan et al. [27] in 

which they proposed the Learning 

architecture (Unbalanced Decision Tree 

(UDT)) standing on Directed Acyclic Graph 

(DAG) and One-versus-All (OVA) 

approaches. At each decision node, The OVA 

based concept was implemented. Each 

decision node of UDT was considered an 

optimal classification model. The based 

classifier of the OVA which resulted the 

maximum performance measure was 

considered the optimal model for each 

decision node. Beginning with the root node, 

the optimal model evaluated one selected 

class against the rest. Then, from this level of 

the decision tree, the UDT removed the 

selected class moving to the next level. When 

the algorithm yields an output pattern it 

terminated at a level of the decision node. A 

hierarchical SVM was proposed by Chen, 

Crawford and Ghosh et al. [28] basing on 

class similarities the classes were partitioned 

into two subsets until one class label was 

found at a leaf node. Kumar et al. [29] 

organized classes in a hierarchy collecting 

similar classes together to transform the 

multi-class classification problem into a 

binary classification problem. For text 

mining, SVM based hierarchical clustering 

was used utilizing the similarities between 

features [30]. Moreover, in the previous 

mentioned study of Beyan & Fisher et al. [4] 

presented a hierarchical decomposition 

method which based on clustering and 

deployed outlier detection for classification. 

The hierarchy grounded on the similarities of 

data (i.e. clusters). Different data and feature 

subsets where employed to construct the 

hierarchy levels. Supposing that the minority 

class samples in each class were outliers by 

cardinality, or by their distance to class, 

Classification of minority class samples was 

done via Outlier detection center. Hoens, 

Chawla and Zhou et al. [31] suggested using 

Hellinger distance decision trees (HDDTs) to 

solve the class imbalance problem for 

decision trees without sampling. They 

compared different methods of building C4.4 

and Hellinger distance decision trees for 

Imbalanced Multi-class datasets. LUO et al. 

[32] proposed a hierarchical classification 

method which was a simple bi-classifier with 

less features input made out most normal 

samples with an allowable low error rate for 

minority samples, then a complicated multi-

classifier with more features input was 

constructed by learning the rest less 

imbalanced samples. To get accurate output 

for every class, they deployed complicated 

classifier of ANN ensembles. For 

classification process, two classifiers 

operated in parallel. When normal-class result 

had been acquired the simple classifier of the 

first layer was able to end the second one.   

5 AN ABSTRACT COMPARISON BETWEEN 

MULTI-CLASS IMBALANCED SOLUTIONS 

5.1 ADVANTAGES: 

Naturally, the pros and cons of each method 

is generated from each techniques that forms 

a part of the whole method that treat the 

Multi-class imbalanced data. For instance, 

SVMs is a very strong algorithm that has big 

generalization capability and as well as strong 

mathematical background, so it works very 

well, even with very small training sample 

sizes comparing with Binarization 

techniques, but according to Wei & Lin [33] 

the later techniques are more suitable for 

practical use, specifically when dealing with 

large scale problems and they are more 

accurate for rule learning algorithms.  

Considering the hierarchical decomposition, 
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dividing the problem into smaller problems 

by the hierarchy results in selecting a smaller 

set of features (a more specific domain term 

features) to a sub-problem which increased 

the accuracy and efficiency. Many Studies 

such as [30], [34], [35], and [36] agreed that 

comparing hierarchical methods to Flat 

Classification techniques, the former can 

have better classification results.  

5.2 DISADVANTAGES: 

On one hand, The Binarization approach 

suffers from excessive testing time because of 

the need of combing the results of k (k-1)/2 

binary classifiers. On the other hand, adding 

weights or scores modifying the kernel 

functions of the Extensible algorithms face 

the difficulty of   constructing direct 

connections between the parameters. 

Moreover, during training time, a matrix of 

kernel values for every pair of examples must 

be computed noticing that SVM is slow and 

suffers from computational complexity in 

training according to the hyperplane it deals 

with and its kernel function , so regarding 

large-scale problems , learning can take a 

very long time when dealing with MultiSVM 

with scores. The hierarchical approach needs 

to proceed until a leaf node is reached to 

make a decision on any input pattern, so it 

also consume time depending on the path. In 

general, the characteristics of the dataset 

affects directly on how to decide the most 

suitable solution to handle each part of the 

problem of the data nature- Multi-class or 

imbalance- for any considering learning 

problem: The number of instance whether its 

large scale or small one, the number of its 

classes and number of attributes, The degree 

of the imbalance in instances distribution and 

other data complexity if exists.  

6 EVALUATION METRICS FOR IMBALANCED 

AND MULTI-CLASS DATA: 

Imbalance effects not only classification 

process, but also the way of evaluating its 

performance. Considering this situation, there 

are many sorts of evaluation metrics [37], 

[38]. Here are some of them that have been 

extended to suit the Multi-class situation: The 

Threshold metrics (e.g. accuracy, G-mean 

and F-measure), The Ranking methods (e.g. 

Receiver Operating Characteristics (ROC) 

analysis and AUC), The Probabilistic metrics 

(e.g. Root-mean-squared error) and for the 

hierarchical classification, there are many 

performance metrics that can be suit the 

Multi-class situation .They are classified into 

: distance-based, depth-dependent, semantics-

based and hierarchy-based [39]. In addition 

there are Multi-criteria Measures, such as 

interestingness and comprehensibility [40].   

The threshold-metrics based on the concept 

of the Confusion Matrix which extended for 

multi-class data as Figure 4 illustrates. It also 

based on Sensitivity (also called True Positive 

Rate or Recall of minority class, and known 

as the ratio of correctly classified examples 

from the minority class) and Specificity (the 

ratio of correctly excluded examples from the 

majority classes). Mosley et al. [41] designed 

new performance measure specifically for 

model validation in the presence of multi-

class imbalance that called Class Balance 

Accuracy or Recall (j) or Acc (j).It was 

defined as:   

For any Ck confusion matrix:   

𝐶𝐵𝐴 =
∑

𝑐𝑖𝑖
max⁡(𝑐𝑖., 𝑐𝑖.)

𝑘
𝑖

𝑘
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

Where Ck  denote a k×k confusion matrix or 

contingency table of actual class labels 

aligned by their model predictions, with cij 

representing the number of cases with true 

label i  classified into group j and  𝑐𝑖. =
∑ 𝑐𝑖𝑗
𝑘
𝑗=1 ⁡. 

  
G-mean adapted by Sun & Kamel et al. [21] 

to multi-class scenarios. It is defined as the 

geometric mean of the Recall values of all 

classes. Given a j-class problem:  
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𝑮 −𝒎𝒆𝒂𝒏 = (∏𝐴𝑐𝑐(𝑖)

𝑗

𝑖=1

)

1 𝑗⁄

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

𝑜𝑟 

𝐆 −𝐦𝐞𝐚𝐧 =
∑ 𝐴𝑐𝑐(𝑖)
𝐽
𝑖=1

J
 

It can offer the balanced performance among 

minority and majority classes effectively, as 

the recognition rate of every class or the 

accuracies are balanced. Considering cost-

sensitive learning, it is natural to utilize 

misclassification costs for performance 

evaluation for Multi-class imbalanced 

problems [42], [3], [43]. For the evaluation of 

learning algorithms based on class 

decomposition, some works chose to take the 

average of any two-class performance 

measure for produced binary classifiers [9], 

[13], [2]. 

Mean F−measure (MFM): this measure 

aggregates both the Precision  and 

the Recall  of the minority class. So, it can be 

illustrated as the weighted average of 

the Precision and Recall [44]. 

𝐅 −𝐦𝐞𝐚𝐬𝐮𝐫𝐞(𝐣) =
2. 𝑅𝑒𝑐𝑎𝑙𝑙(𝑗). 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑗)

𝑅𝑒𝑐𝑎𝑙𝑙(𝑗) + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑗)
 

 

𝐌𝐅𝐌 =
∑ 𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑗)𝐾
𝑗=1

𝐾
 

Kappa Statistic: It is a measure that 

compares the accuracy of the system to the 

accuracy of a random system [45].  

            

𝐊𝐚𝐩𝐩𝐚 =
Total⁡Accuracy − RandomAccuracy

1 − RandomAccuracy
 

Total accuracy is simply the sum of true 

positive and true negatives, divided by the 

total number of items. 

𝐓𝐨𝐭𝐚𝐥⁡𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =
∑𝑇𝑃 + ∑𝑇𝑁

𝑇𝑜𝑡𝑎𝑙
 

 

 

Class 0 1 2 … j 

0 TP FN FN FN FN 

1 FP TN FN FN FN 

2 FP FN TN FN FN 

: FP FN FN TN FN 

j FP FN FN FN TN 

 

Figure 4. Confusion Matrix for Multi-class 

Random Accuracy is defined as the sum of 

the products of reference likelihood and result 

likelihood for each class. That is, 
𝐑𝐚𝐧𝐝𝐨𝐦𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲

=
(𝑇𝑁 + 𝐹𝑃) ∗ (𝑇𝑁 + 𝐹𝑁) + (𝐹𝑁 + 𝑇𝑃) ∗ (𝐹𝑃 + 𝑇𝑃)

𝑇𝑜𝑡𝑎𝑙 ∗ 𝑇𝑜𝑡𝑎𝑙
 

 

 

Considering Ranking Methods for 

evaluation the scoring classifiers, Multi-class 

ROC graphs was proposed [19], it generates 

as many ROC curves as there are classes, 

where ROC curve originally is a graphical 

plot that illustrates the performance of 

a binary classifier system as its discrimination 

threshold is varied. The curve is created by 

plotting the true positive rate (TPR) against 

the false positive rate (FPR) at various 

threshold settings. The true-positive rate is 

the sensitivity  or recall. The false-positive 

rate is (1 - specificity) [45] but Multi-class 

ROC graphs are sensitive to the class skew 

[46], [47]. A pairwise approach is utilized by 

discounting some interactions, it 

approximates the multidimensional operating 

characteristic to obtain a tractable algorithm 

and can be extended to large numbers of 

classes to produce the Multi-class ROC by 

pairwise analysis [19]. A  ROC surface is 

defined for the Q-class problem as well, in 

terms of a multi-objective optimization 

problem utilizing evolutionary algorithm 

[48]. Another ranking measure is Multi-class 

AUC which has been proposed to compute 

the weighted average of all the AUCs 

produced by the Multi-class ROC graph and a 

skew-sensitive version of this Multi-class 

AUC [43], where the Area Under the Curve is 

equal to the probability that a classifier will 

rank a randomly chosen positive instance 

higher than a randomly chosen negative one.  

https://en.wikipedia.org/wiki/Precision_(information_retrieval)
https://en.wikipedia.org/wiki/Recall_(information_retrieval)
https://en.wikipedia.org/wiki/Precision_and_recall
https://en.wikipedia.org/wiki/Graph_of_a_function
https://en.wikipedia.org/wiki/Graph_of_a_function
https://en.wikipedia.org/wiki/Binary_classifier
https://en.wikipedia.org/wiki/True_positive_rate
https://en.wikipedia.org/wiki/Sensitivity_(tests)
https://en.wikipedia.org/wiki/Precision_and_recall#Definition_.28classification_context.29
https://en.wikipedia.org/wiki/Specificity_(tests)
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But under the Multi-class imbalanced 

learning scenario, the AUC values for two-

class problems become multiple pairwise 

discriminability values [49]. To calculate such 

Multi-class AUCs, a probability estimation-

based approach: First, the ROC curve for 

each reference class wi is generated and their 

respective AUCs are measured. Second, all of 

the AUCs are combined by a weight 

coefficient according to the reference class’s 

prevalence in the data. It was also sensitive to 

the class [50]. Moreover, M-measure or 

(MAUC) is a generalization approach that 

aggregates all pairs of classes based on the 

inherent characteristics of the AUC [19]. It is 

the average of AUC of all pairs of classes, 

and defined as:  

𝑀 =
2

𝑐(𝑐 − 1)
∑𝐴(𝑖, 𝑗)

𝑖<𝑗

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

Where A (i, j) = [A (i|j) + A (j|i)] =2 for class 

pair (i , j). A (i, j) measures the separability 

between classes. A (i|j) is the probability that 

a randomly drawn example of class j will 

have a lower estimated probability of 

belonging to class i than a randomly drawn 

example of class i. It should be noted that 

AUC = A (i|j) = A (j|i) in the two-class 

scenario, but the equality does not hold when 

more than two classes exist. Unfortunately, 

MAUC is insensitive to class distributions 

and error costs [2], [9], [51]. Another 

extension of the AUC measure to the Multi-

class case tended the volume under the ROC 

hypersurface that evaluates the VUS over the 

C-dimensional ROC surface [41]. 

 The third sort of evaluation metrics used 

with the Probabilistic Classifiers, such as 

RMSE or RMSD which is used  to measure 

the differences between values (sample and 

population values) predicted by the classifier 

and the values actually observed or estimated 

[52]. The RMSD of predicted values  for 

times t of the variable  is computed 

for n different predictions [53]: 

𝑅𝑀𝑆𝐷 =⁡√
∑ (𝑦𝑡̂ − 𝑦𝑡̂)

2𝑛
𝑡=1

𝑛
 

Additionally, Cosine Similarity measures the 

similarity between two output categories as 

well as using The Ranking Loss which tends 

the order of the predicted score among C 

categories. They can also be deployed for 

probabilistic performance evaluation for 

multi-class [54]. A Bayesian framework is 

proposed for inferring on the posterior 

Balanced Accuracy [55]. The Balanced 

accuracy, i.e., by the arithmetic mean of 

class-specific accuracies is given by:  

1 𝑙⁄ . ∑ 𝜃i𝑙
𝑖=1  where θi is the (latent) accuracy 

of the classifier on class i. 

Finally, Brier score is also utilized for our 

tended problem [56]. 

7 CONCLUSION: 

    In this paper, we discussed the problem of 

learning from Imbalanced Multi-class data, 

which is very critical fundamental issue in 

knowledge discovery and data engineering 

field through defining its fundamental nature, 

the state-of-the-art solutions used to address 

both. We structured these solutions and 

studies, then introduced several major 

assessment techniques used to evaluate this 

problem so as to serve as a comprehensive 

review for existing and future studies. 
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