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Abstract  

The process of distinguishing objects in digital images and recognizing them is a basic process in AI, in order to distinguish the 

object and determine its features. It has many uses in various engineering and medical fields. There is a great difficulty in 

recognizing digital images and distinguishing objects in them. This paper discusses some basic artificial intelligence techniques 

based on the geometric dimensions of the object in the image in order to recognize these objects and distinguish them from the 

background of the image. Where there is great difficulty in separating the object from its background, this paper presents the 

most accurate methods of programmatic application using Matlab environment to identify components in the image, its 

distinction, and its characteristics. The paper provides a comparison between these AI methods and chooses the most accurate 

one. AI recognition methods use various algorithms including algorithms based on color density and algorithms that depend on 

geometric dimensions such as Hue moment algorithms, Haralik features algorithms, and Zernike moment algorithms. In this 

paper these algorithms were applied to a group of images to extract the features of the object and the best one will be chosen with 

the aid of Matlab. The most accurate recognition process is chosen through building a digital library that contains many pictures 

and training the program on these images to recognize and distinguish the object in the image. Hue algorithm has given the best 

results and when applied on test samples the error rates were almost equal to zero. 
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1.Introduction 

AI algorithms are scientifically better than the human 

mind in several fields and the number of these fields are 

constantly increasing, such as interpreters and 

translators, where a person can learn up to 10 languages 

but it is impossible to learn above 100 languages. 

Google translator is not as fluent as the owners of the 

mother tongue, but its proposals clear translation a 

somewhat and this ability can develop more than a 

thousand times more with quantum computers with high 

capacity and machine translators may reach to be more 

fluent than the original language owners. In calculations, 

there is no area to compare the speed of a machine with 

the speed of the human mind. 

There is a huge difference in ability and work for hours 

on completion for the machines. Every person who is 

born starts the stage of learning from scratch and takes 

years in learning and training while robot machines 

transfer previous experiences between them by copying 

and pasting or direct transmission. The speed and ability 

are two basic elements in overcoming any element and 

they are in kindness of the machine. The efficiency in 

which man excels remains, but in some areas the 

efficiency tends in favor of AI [1].  

The process for recognizing of objects in the image is an 

area of AI and an important subject in which 

distinguishes the earthly objects in space images, robot 

vision, recognizing the systems for the faces of the 

people and others. Detecting objects is one of the basic 

processes in AI because it provides important 

information about the objects in the image, such as 

where these objects are place, their sizes, colors and 

other useful information. 

Therefore, the interest in this process is necessary and 

an introduction to operations of digital image processing 
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that are built on AI algorithms in identification and 

discrimination [2]. 

Algorithms, AI based on excellence the objects on two 

things in extract patches algorithm 2d algorithm Color 

Histogram based on features related to color while there 

are other algorithms related to the geometry of shape 

which are Hu Moments, Haralick features, Zernike 

Moments. This is the subject of our study [3]. 

This article discusses some basic AI techniques based 

on the geometric dimensions of the object in the image 

and also presents the most accurate methods of 

programmatic application by Matlab program, as it 

contributes in building other software applications based 

on it.   

2. The importance of research and its objectives 

The importance of paper in recognizing one of the basic 

processes in artificial intelligence, namely to recognize 

the objects in the image and the application of this 

process in programming, with recognizing features of 

each method of the identification and study of these 

methods. 

This study aims to guide interested in AI and digital 

image processing to the best method to recognize the 

objects and detect edges and distinguish the object from 

background of image to use it in the medical and 

engineering fields. 

 It will be in this study the AI algorithms that relate to 

the geometry of the object that its contents image and 

choose the most appropriate algorithm and the most 

accurate in the recognizing process and discrimination 

of objects in the image.  

3. AI algorithms for Image Features Extraction 

There are many algorithms AI that are interested in this 

area, including algorithms that relate to feature-color 

object within the image of which extract patches 

algorithm and algorithm Histogram Color which is a 

function where the division of the image to (patches) 

and extracts of which features that related by color and 

the distribution of these colors in the picture [1, 2]. 

The algorithms related by geometrical shapes of objects 

and the image are converted into a gray image formula 

which carry the features of objects, are extracts from the 

image to form an information for the process of 

recognizing the object.  This is done by the comparison 

with the object images that were previously stored in the 

computer library.  The algorithm is then trained with the 

new features that were the input to the algorithm [3]. 

Since these features are related with the geometry of the 

objects in the image, the algorithm will be trained to 

recognize, provide the decision, and classify these 

objects. 

3.1 Hue Moments algorithm 

This algorithm is based on the calculation of (Image 

moments) which express the pixels belonging to the 

element inside the image according to a statistical 

equation that can form the number necessary to be used 

in Hu Moments algorithm where a specific number is 

formed and then combined according to a seven 

mathematical statistical equations to form seven features 

not affected by rotation, size or distance. Hence one can 

distinguish the objects [4]. 

3.1.1 Object Recognition by Geometrical Moment 

Invariants. 

Hue defined seven descriptors that are computed from 

central moments in order of the three independents of 

the object: translation, scale and orientation. Translation 

invariance is obtained by calculating moments that are 

normalized and regarding the center of gravity [5, 6].  

The size invariance can be computed from algebraic 

invariants. From the second and third order values of the 
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normalized central moments, one can compute a set of 

seven invariant moments independent of rotation [5]. 

Given a two-dimensional image, f (x, y), the moments of 

order (p, q) are defined in equation (1). 
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Where: M, N are the horizontal and vertical dimensions 

of the image [8].    

),( zyf : Intensity (gray class) at the point ),( zy  of 

the picture. 

 The zero-torque put p, q = 0 in the relation and giving 

the following equation: 
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The relation represents the total values of the pixels in 

the image and is named an area of the image. For binary 

image ),( zyf  the image area is equal to the flat area 

of the sample. It then determines the torque of the first 

class described in equations (3) [7, 8]. 
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Sample Center is one of the important parameters used 

to determine the position of the sample. This is the point 

at which owns coordinates yx , which is the sum of 

squares of the distance of each of the other points within 

the small object. The center of moments is expressed as: 

)4(,
00

01

00

10

m

m
z

m

m
y   

3.1.2 Central Moments for Features Object. 

Corresponding to moments of inertia, moments samples  

0220 , mm  depend on the location of the center and 

scale.  The studied sample are therefore of limited use. 

A collection of moments should be used to trace the 

changing. This group can be derived by calculating the 

central moments qp  given by the following equation: 
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Then the development of the central moments measured

pq  can be extracted as: 
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3.1.3 Object Features (Moments Hue Non-changing) 

These parameters can define a set of non-changing 

moments as shown in equations (8) [9]. These moments 



Kaid and Mahmoud, Graduate College Journal – NU   Vol.15 -2020, No. (6), 16 - 25 

19 
 

non-changing form a complete set to describe the image 

and provide the possibility to recognize the samples 

with high accuracy [10].  

𝜑1 = 𝜂20 + 𝜂02 

𝜑2 = (𝜂20 − 𝜂02)2 + 4𝜂11
2  

𝜑3 = (𝜂30 − 3𝜂12)2 + (3𝜂21 − 𝜂03)2 

𝜑4 = (𝜂30 + 𝜂12)2 + (𝜂21 + 𝜂03)2 

𝜑5 = (𝜂30 − 3𝜂12)(𝜂30 + 𝜂12) [
(𝜂30 + 𝜂12)2

−3(𝜂21 + 𝜂03)2]

+                            (8) 

(3𝜂21 − 𝜂03)(𝜂21 + 𝜂03)[3(𝜂30 + 𝜂12)2

− (𝜂21 + 𝜂03)2] 

𝜑6 = (𝜂20 − 𝜂02)[(𝜂30 + 𝜂12)2 − (𝜂21 + 𝜂03)2] + 

4𝜂11(𝜂30 + 𝜂12)(𝜂21 + 𝜂03) 

𝜑7 = (3𝜂21 − 𝜂30)(𝜂30 + 𝜂12)[(𝜂30 + 𝜂12)2

− 3(𝜂21 + 𝜂03)] 

+(3𝜂12 − 𝜂30)(𝜂03 + 𝜂21)[3(𝜂30 + 𝜂12) − (𝜂21 + 𝜂03)] 

The torque account for a set of images of samples 

trained by the program, and saved in advance to be a 

library. The program compares the moments calculated 

for the current image coming from the image capture 

with moments stored, and based on the result of the 

comparison program recognizes or failure to identify the 

sample which is done by calculating the distance 

3.2 calaraH F  aarulae  AI algorithm 

The Gray-Level Co-occurrence Matrix (GLCM) appears 

to be a well-known statistical technique for feature 

extraction. The GLCM is a formulation of how often 

different combinations of pixel gray levels could happen 

in an image. The goal is to give an unknown sample 

image to one of a set of known texture classes. Textural 

features can be scalar numbers, isolated histograms, or 

empirical distributions. They characterize the textural 

properties of the images, such as a spatial structure, 

contrast, seediness, orientation, and have the certain 

correlation with the wanted output [11]. 

Gray level co-occurrence matrices (GLCM) suggested 

by Haralick have come to be one of the greatest well-

known and generally used texture measures. 

 Let a two-dimensional image I (x, y), (x = 1,…, M,  y = 

1,…N ) have Ng gray levels. A co-occurrence matrix 

depicts the joint gray-level histogram of the image (or a 

region of the image) in the form of a matrix with the 

dimensions of Ng × Ng. The entries are the joint 

probability density of pairs of gray levels that occur at 

pairs of points separated by the displacement vector d. 

Suppose pd(I, j) denotes the cardinality of the set of pairs 

of points that have gray level values of i and j for a 

movement vector d= (dx, dy) 

𝑝𝑑(𝑖, 𝑗)

= |{
((𝑟, 𝑆), (𝑟 + 𝑑𝑥, 𝑠 + 𝑑𝑦)):

𝐼(𝑟, 𝑆) = 𝑖, 𝐼(𝑟 + 𝑑𝑥, 𝑠 + 𝑑𝑦)
}|                                 (9) 

The offset of the parameters is shown in Figure (1) 

Figure 1. Illustration of the parameters ∆𝑥 and ∆𝑦 of the 

offset. 

Haralick Features define the correlation in the intensity 

of pixels next to each other in universe [12]. Haralick 

suggested fourteen measures of textural features that are 

derivatives from the co-occurrence matrix which is a 

well-known statistical method for texture feature 

extraction. It contains data about how image intensities 

in pixels with a certain position in relative to each other 

occur together. Texture is one of the greatest important 

defining characteristics of an image. The grey level co-

occurrence matrix is the two-dimensional matrix of joint 

probabilities p(i,j) between pairs of pixels parted by a 

distance ‘d’ in a direction ‘r’.  
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The second order image histogram denoted to as the 

Grey Level Co-occurrence Matrix (GLCM) of an image 

proposes a greater data about the inter-pixel relation, 

periodicity and spatial grey level dependencies. This 

matrix is a source of fourteen texture descriptors. Figure 

(1) illustrates the example of a GLCM along with the 

meaning of the offset parameters ∆𝑥 and ∆𝑦[13]. 

These features are statistical calculations (entropy and 

some of variance) and (texture) to describe the image by 

values or specific features. Depending on the Haralick 

function, it extracts these features from the image. 

Entropy Measures: the randomness of a gray-level 

distribution that is estimated to be high if the gray levels 

are spread randomly throughout the image [7, 14]. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ ∑ 𝑝[𝑖, 𝑗] log[𝑖, 𝑗]        (10)

𝑁

𝑗

𝑀

𝑖

 

Energy (Angular Second Moment): Measures the 

number of recurrent pairs, which is estimated to be high 

if the occurrence of repeated pixel sets is high. 

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ ∑ 𝑝2[𝑖, 𝑗]                     (11)

𝑁

𝑗

𝑀

𝑖

 

Contrast: Measures the local contrast of an image. The 

contrast  is expected to be low if the gray levels of each 

pixel pair are similar. 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑(𝑖 − 𝑗)2

𝑁

𝑗

𝑀

𝑖

𝑝[𝑖, 𝑗]       (12) 

Homogeneity: Measures the local homogeneity of a 

pixel pair, which is estimated to be great if the gray 

levels of each pixel pair are like. 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑
𝑝[𝑖,𝑗]

1+|𝑖−𝑗|

𝑁
𝑗

𝑀
𝑖           (13) 

Sum Mean (Mean): Provides the mean of the gray levels 

in the image which is expected to be great if the sum of 

the gray levels of the image is high. 

𝑆𝑢𝑚𝑀𝑒𝑎𝑛 = ∑ ∑(𝑖𝑝[𝑖, 𝑗] + 𝑗[𝑖, 𝑝])        (14)

𝑁

𝑗

𝑀

𝑖

 

Variance: Variance expresses us how spread out the 

distribution of gray levels that is estimated to be large if 

the gray levels of the image are spread out greatly. 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
1

2
∑ ∑(𝑖 − 𝜇)2𝑝[𝑖, 𝑗]

𝑁

𝑗

𝑀

𝑖

+ (𝑗 − 𝜇) 2 𝑝[𝑖, 𝑗]       (15) 

Correlation provides the relation between the two pixels 

in the pixel pair. They are expected to be high if the gray 

levels of the pixel pairs are highly correlated. 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑ ∑
(𝑖 − 𝜇)(𝑗 − 𝜇)𝑝[𝑖, 𝑗]

𝜎2

𝑁

𝑗

𝑀

𝑖

    (16) 

Maximum Probability (MP): Results in the pixel pair 

that is greatest predominant in the image that is 

estimated to be high if the occurrence of the maximum 

predominant pixel pair is high. 

𝑀𝑃 = 𝑀𝑖,𝑗
𝑀,𝑁𝑎𝑥 𝑝[𝑖, 𝑗]          (17) 

Inverse Difference Moment (IDM): expresses the 

smoothness of the image, like homogeneity which is 

estimated to be high if the gray levels of the pixel pairs 

are similar. 

𝐼𝐷𝑀 = ∑ ∑
𝑝[𝑖, 𝑗]

|𝑖 − 𝑗|𝑘
 𝑖 ≠ 𝑗         (18)

𝑁

𝑗

𝑀

𝑖

 

Cluster Tendency (CT): Measures the combination of 

pixels that have alike gray level values [15].  

𝐶𝑇 = ∑ ∑(𝑖 + 𝑗 − 2𝜇)𝑘

𝑁

𝑗

𝑀

𝑖

𝑝[𝑖, 𝑗]       (19) 
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3.3 salraoa ekiarre Algorithm  

Originally, they are polynomials Zernike polynomials 

known in mathematics and these polynomials are 

discriminated between them so that if applied to the 

image, they provide the program with features that 

aren’t intertwined with each other and aren’t affected by 

rotation and don’t change the size [15]. 

The zernike moments is defined as the mapping of an 

image onto a set of complex Zernike polynomials. 

Therefore, Zernike polynomials are orthogonal to each 

other [16]. It used in visual character recognition for 

their properties such as heftiness to noise, expression 

efficiency and multi-level representation for describing 

the shapes of designs. Zernike moments are invariant to 

global rotation, translation, and scaling. It used in many 

uses of image analysis, reconstruction, and recognition 

[16]. 

Equation (20) is a general formula describing those 

moments for binary images. The variable n in this 

equation represents the order of a Zernike moment. 

When all Zernike moments are calculated up to order N, 

the Zernike moments are used where n ≤ N, where N is 

the most order of Zernike moments. 

𝑧𝑛𝑚 =
𝑛 + 1

𝜋
∑ ∑ 𝑓(𝑥, 𝑦)𝑅𝑛𝑚(𝑝)exp (−𝑖𝑚𝜃)

𝑦𝑥

   (20) 

Where: 

𝑅𝑛𝑚(𝑝)

= ∑ (−1)𝑠
𝑛−

|𝑚|
2

𝑠=0

(𝑛 − 𝑠)!

𝑠! (
𝑛 + |𝑚|

2
− 𝑠) ! (

𝑛 − |𝑚|
2

− 𝑠) !

∗ 𝑝𝑛−2𝑠                         (21) 

f (x, y): is a digital image function. 

𝑅𝑁𝑚(𝑝) : is the Zernike radial polynomial. 

n: represents a positive integer or zero, m is non-zero 

integer subject to constraints is even. 

p: represents the length of the vector from origin to (x, 

y). 

θ: represents the angle between vector p and x axis in 

the counterclockwise direction. 

As Zernike moments can be calculated to whatever 

order, this makes them more suitable for pattern 

recognition. The higher number of moments gives better 

performance [7, 13] the advantages of Zernike moments. 

• Simple rotation invariance 

• Higher accuracy for detailed shapes 

• Orthogonal 

• Less information redundancy 

• Much better at image reconstruction (vs. normal 

moments). 

4. Preparing Data Set and Feature Extraction 

The object recognizes system contains four steps: pre-

processing and segmentation image, object localization, 

feature extraction and classification of the image to 

recognize the object [17]. 

4.1 Processing the Image  

Segmentation of Image and localization of object, it is 

necessary to divide the image into regions and 

destination objects which is contained and make use of 

local characteristics. Image segmentation splits a digital 

image into multiple segments. It is very important in 

many applications for any image. So far, efforts and 

challenges are still being made to improve segmentation 

techniques. With the improvement of computer 

processing abilities, there are several segmentation 

techniques of an image: threshold, growing region, 

active contours, and level sets [18].  

After dividing the original image into several separate 

regions that correspond to objects in a section, it can 
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extract the feature vector from each region and can be 

measured as a representation of an object in the 

complete image. 

4.2 Feature Extraction 

Feature extraction refers to the extraction of useful 

information from raw data so they are suitable for the 

classification process. The feature extraction step is 

characterized by a series of input patterns. 

Feature extraction methods can be divided into two 

directions: structural features and statistical features. 

The structural features deal with local data. Object 

change in environmental conditions is the main problem 

of the structural features [7, 19]. The steps for extraction 

features of an image are illustrated in the flowchart in 

Figure (2) which shows the AI algorithm for 

recognizing the object in the image [20]. 

4.3 Image Classification and Object Recognition 

Using Euclidean distance method for Zernike moments 

to compare between the vector moments for (features of 

the object) the sample of image which are trained and 

stored in the library with a vector of income 

determinations of each image sample stored in a 

complete public library, the following relation as shown 

in equation (22). 

 

Figure 2. Structural Extract Features 

  )22(
2

1






m

j
jjD   

Where: 

    - Represents a line guide (image guide) in the 

library. 

ID - The distance between the vector and the image 

vector moments income reference 
I

j stored in line I of 

the library [21]. 

j - Moments image income vector. 

When the distance is small and close to zero, DI 

identifies the object in the image compared to the object 

in the photos that were previously stored in the digital 

library for classification and identification. Whenever 

the distance is of great value, the error is large and it 

reduces the ability to identify the object in the image. 

5. Comparison Analysis and Results Discussion  

Applying AI algorithms using Matlab to recognize the 

objects in the image and distinguish the object from the 

background through preparing a digital library of images 

have been set, where the number of images is 72 

pictures. Each algorithm was studied alone on test 

samples for the object on which the algorithm was 

trained. The result for each algorithm is summarized in 

the following:  

5.1 The Result for Zernike Moments Algorithm 

Applying Zernike moments Algorithm for test samples 

has shown that the error rate was high and the algorithm 

has recognized 50% of the object as shown in Figure 

(3). The program also gives negative results of the 

objects which isn’t trained. 

Therefore, the performance of this algorithm is weak 

with the process of identification. The mathematical 

method applied to the algorithm of zernike moments 



Kaid and Mahmoud, Graduate College Journal – NU   Vol.15 -2020, No. (6), 16 - 25 

23 
 

found that the algorithm recognizes the images that are 

trained with a match rate (80-93) % of the samples 

which were trained in the program as shown in Figure 

(4).   

 

Figure 3. Error Rate in Zernike Moments Algorithm.

 

Figure 4. The Error Rate in Zernike moments for the 

Image Test  

 

5.2 The Result of Haralick Features Algorithm 

 The algorithm is training process for images in library 

and a matrix of statistical information is created for each 

image by using Matlab program. The algorithm is 

applied for the test images that isn’t trained by the 

algorithm.  The program gave positive results and the 

object is recognized that shows in Figure (5). Whereas, 

the error rate was small, (1-2.5) %, and this result is an 

acceptable.  

The results illustrate that this algorithm is excellent for 

work and can be used in distinguishing and recognizing 

objects with high accuracy. 

Figure 5. Recognizing Process by Haralick features. 

5.3 The Result of Hue Moment algorithm 

This algorithm gives excellent results and is identical to 

a large amount with the samples of objects which were 

trained when applied to the test samples.  Images are the 

same of the object that algorithm has not trained for the 

test sample. Note that in Figure (6) the error rate doesn’t 

exceed 0.1%, thus there is a high accuracy of 

recognition. It is very high accuracy compared with the 

previous algorithms and is identical to the error values 

of the samples on which the algorithm is trained. 

 

Figure 6. Recognizing process by the Hue moments 

algorithm 

Applying the Hue moment algorithm to the test images, 

the results are small error rate Notice that this algorithm 

is contributed in increasing the accuracy of the 

recognition objects significantly. 

When is applying the algorithm for the images of other 

objects which that isn’t trained on, the error rate is zero 

and the algorithm didn’t recognize for the object within 

the programmatic conditions and it gave positive results 

as shown in Figure (7). The results illustrate that this 

algorithm is excellent for work and can be used in 

distinguishing and recognizing of objects with high 

accuracy. 

Figure 7. Recognition process for the test samples in 

Hue moments  
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6. Conclusion and Recommendation 

AI algorithms create a digital library containing samples 

and information for training to work and distinguish the 

objects. The digital images were processed using digital 

image processing technology that includes noise 

removal, filtering, image thresholding and increasing the 

sharpness of the object details until it becomes ready to 

be recognized by the proposed algorithm. The algorithm 

of Zernike moment performance of was weak and the 

error rate is large. It wasn’t effective. After training the 

Haralick Features algorithm on the proposed images, the 

efficiency of algorithm was high and gave an excellent 

result with few errors in the process of the recognition. 

Hue moment algorithm has given the highest efficiency 

in recognizing objects. When applied on test samples the 

error rate doesn't exceed 0.1% and almost equal to zero, 

but when applied to images that haven’t been trained, 

the error rate was raised to 5% which is also acceptable. 

The previous discussed algorithms can be developed and 

integrated to work with artificial neural networks.
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